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Abstract

We study travelling kinks in the spatial discretizations of the nonlinear Klein—-Gordon equation, which include the discrete ¢>4 lattice and
the discrete sine-Gordon lattice. The differential advance-delay equation for travelling kinks is reduced to the normal form, a scalar fourth-
order differential equation, near the quadruple zero eigenvalue. We show numerically the non-existence of monotonic kinks (heteroclinic orbits
between adjacent equilibrium points) in the fourth-order equation. Making generic assumptions on the reduced fourth-order equation, we prove
the persistence of bounded solutions (heteroclinic connections between periodic solutions near adjacent equilibrium points) in the full differential
advance-delay equation with the technique of centre manifold reduction. Existence of multiple kinks in the discrete sine-Gordon equation is
discussed in connection to recent numerical results of Aigner et al. [A.A. Aigner, A.R. Champneys, V.M. Rothos, A new barrier to the existence
of moving kinks in Frenkel-Kontorova lattices, Physica D 186 (2003) 148—170] and results of our normal form analysis.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction where u(x,t) € R, x € R, and ¢t € R. In particular, we study
two versions of the Klein—Gordon equation (1.2), namely the

4
Spatial discretizations of the nonlinear partial differential ¢" model

equations represent discrete dynamical systems, which are
equivalent to chains of coupled nonlinear oscillators or discrete
nonlinear lattices. Motivated by various physical applications and the sine-Gordon equation
and recent advances in the mathematical analysis of discrete

Uy =ty +u(l — u?) (1.3)

. . . ; . Uy = tyy + sin(u). (1.4)
lattices, we consider the discrete Klein—Gordon equation in the

form: Both versions of the discrete Klein—Gordon equations, the (;54

) model and the sine-Gordon equation, are used for description

i = Untl — M2n + Up—1 + F(Un_t, Un, Unt1), (1.1) o.f a brpad range of ph.ysi.cal phgnomena, such as crystal

h dislocation, localized excitations in ionic crystals, and thermal

where u,(t) € R,n € Z,t € R, h is the lattice step size, denaturation of DNA. A review of the literature can be found

and f(u,_1, Upn, tny1) is the nonlinearity function. The discrete ~ 1n [4].
lattice (1.1) is a discretization of the continuous Klein—-Gordon Throughout our work, we shall assume that the spatial
equation, which emerges in the singular limit 4/ — 0: discretization f(up—1, t, p41) of the nonlinearity function
F (1) is symmetric,
Uy = yy + F(u), (1.2)
f(un—lv an l’tl’l+1) :f(un+1, unaun—l)v (]5)

and consistent with the continuous limit,
* Corresponding author.
E-mail address: dmpeli @math.mcmaster.ca (D.E. Pelinovsky). fu,u,u) = Fu). (1.6)
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We assume that the zero equilibrium state always exists with
F(©0) = 0 and F’(0) = 1. This normalization allows us to
represent the nonlinearity function in the form:

SQup_1,up, upq1) = up + QUp_1, Un, Upy1), (L.7)

where the linear part is uniquely normalized (the parameter
h can be chosen so that the linear term of u,_1 + ;41 is
cancelled) and the nonlinear part is represented by the function
OWp—1,Un, Up+1). In addition, we assume that (i) F(u) and

Op—1, Uy, Upy+1) are odd such that F(—u) = —F(u) and
O(—v, —u,—w) = —Q(v,u, w) and (ii) a pair of non-zero
equilibrium points u4 = —u_ 3 0 exists, such that

Fus) =0, F'(ux) <0, (1.8)

while no other equilibrium points exist in the interval u &
[u—_, us]. For instance, this assumption is verified for the ¢4
model (1.3) with u3 = %1 and for the sine-Gordon equation
(1.4) withuy = +£m.

We address the fundamental question of the existence
of travelling wave solutions in the discrete Klein—Gordon
lattice (1.1). Since discrete equations have no translational
and Lorentz invariance, unlike the continuous Klein—Gordon
equation (1.2), the existence of travelling waves, pulsating trav-
elling waves and travelling breathers represents a challenging
problem of applied mathematics. A review of the literature can
be found in [13].

Our work deals with the travelling kinks between the
non-zero equilibrium states ui. We are not interested in
the travelling breathers and pulsating waves near the zero
equilibrium state since the zero state is linearly unstable in
the dynamics of the discrete Klein—Gordon lattice (1.1) with
F’(0) = 1 > 0. Indeed, looking for solutions in the form

up(t) = et 1 we derive the dispersion relation for linear
waves near the zero equilibrium state:

4 . ,kh
=1 ——2$1n2—.

h 2

It follows from the dispersion relation that there exists k. (k) >
0 such that A2 > 0for0 < k < kx(h). On the other hand,
the non-zero equilibrium states 4 and u_ are neutrally stable
in the dynamics of the discrete Klein—Gordon lattice (1.1) with
F'(u+) < 0. We focus hence on bounded heteroclinic orbits
which connect the stable non-zero equilibrium states u#_ and
u 4+ in the form:

u, (1) = ¢(2),

where the function ¢ (z) solves the differential advance-delay
equation:

z=hn—ct, (1.9)

¢z+h) —20)+Px—h)

h2
+¢(@)+ 0@z —h),¢(2), p(z+ h)).
We consider the following class of solutions of the differential

advance-delay equation (1.10): (i) ¢ (z) is a twice continuously
differentiable function of z € R; (ii) ¢(z) is monotonically

C2¢N(Z) —

(1.10)

increasing on z € R and (iii) ¢ (z) satisfies boundary conditions:

lim ¢(z)=u_, lim ¢(z) = us. (1.11)
7—>—00 Z—+00

It is easy to verify that the travelling kink solutions of the
continuous Klein—-Gordon equation (1.2) with F(u) satisfying
(1.8) yield the form u = ¢(z), z = x — ct for |c|] <
1. However, the travelling kink can be destroyed in the
discrete Klein—Gordon lattice (1.1), which results in violation
of one or more conditions on ¢ (z). For instance, the bounded
twice continuously differentiable solution ¢(z) may develop
non-vanishing oscillatory tails around the equilibrium states
us [13].

Recent progress on travelling kinks was reported for the
discrete ¢* model. Four particular spatial discretizations of
the nonlinearity F(u) = u(l — u?) were proposed with four
independent and alternative methods [3,8,15,22], where the
ultimate goal was to construct a family of translation-invariant
stationary kinks for ¢ = 0, that are given by continuous,
monotonically increasing functions ¢(z) on z € R with the
boundary conditions (1.11). Exceptional discretizations were
generalized in [2,6], where multi-parameter families of cubic
polynomials f (u,—1, u,, un+1) were obtained. It was observed
in numerical simulations of the discrete ¢4 model [22] that
the effective translational invariance of stationary kinks implies
reduction of radiation diverging from moving kinks. New
effects such as self-acceleration were reported for some of
the exceptional discretizations in [6]. Nevertheless, from a
mathematically strict point of view, we shall ask if exceptional
discretizations guarantee existence of true travelling kinks
(heteroclinic orbits) at least for small values of c. The question
was answered negatively in [18], where numerical analysis of
beyond-all-order expansions was developed. It was shown that
bifurcations of travelling kink solutions from 2 = 0 to small
non-zero  do not generally occur in the discrete ¢* model with
small values of c, even if the exceptional discretizations allow
these bifurcations for ¢ = 0. It was also discovered in [18] that
bifurcations of travelling kink solutions may occur for finitely
many isolated values of ¢ far from the limit ¢ = 0.

The discrete sine-Gordon model was also the subject of
recent studies. Numerical computations were used to identify
oscillatory tails of small amplitudes on the travelling kink
solutions [7,20]. These tails were explained with analysis of
centre manifold reductions (carried out without the normal form
reductions) [9]. Exceptional discretizations of the nonlinearity
F(u) = sin(u) were suggested by the topological bound
method in [21] (see the review in [23]) and by the “inverse”
(direct substitution) method in [8]. Simultaneously with the
absence of single kinks in the sine-Gordon lattices, multiple
kinks (between non-zero equilibrium points of w(mod 27))
were discovered with the formal reduction of the discrete
lattice (1.1) to the fourth-order ODE problem in [5] and
confirmed with numerical analysis of the differential advance-
delay equation in [1].

Our work is motivated by the recent advances in studies
of differential advance-delay equations from the point of
dynamical system methods such as centre manifold reductions
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and normal forms (see pioneering work in [11,14]). The
same methods were recently applied in [19] to travelling
solitary waves in discrete nonlinear Schrodinger lattices near
the maximum group velocity of linear waves. It was shown
in [19] that the non-existence of travelling solitary waves can be
derived already in the truncated (polynomial) normal form. We
shall exploit this idea to the class of travelling kinks in discrete
Klein—Gordon lattices near the specific speed ¢ = 1 and the
continuous limit 4~ = 0. This particular point corresponds to
the quadruple zero eigenvalue on the centre manifold of the
dynamical system. A general reversible normal form for the
quadruple zero eigenvalue was derived and studied in [10] (see
also tutorials in the book [12]).

We note that the discrete Klein—Gordon lattice was
considered in [14] but the nonlinearity F(u) was taken to
be decreasing near u = 0, such that the quadruple zero
eigenvalue was not observed in the list of possible bifurcations
of travelling wave solutions (see Figure 1 in [14]). On the
other hand, the quadruple zero eigenvalue occurred in the
discrete Fermi—Pasta—Ulam lattice studied in [11], where the
symmetry with respect to the shift transformation was used
to reduce the bifurcation problem to a three-dimensional
centre manifold. Since the reversible symmetry operator
for the Fermi—Pasta—Ulam lattice is minus identity times
the reversibility symmetry for the Klein—Gordon lattice, the
reversible normal forms for quadruple zero eigenvalue are
different in these two problems. We focus here only on the case
of the discrete Klein—Gordon lattice.

Our strategy is as follows. We develop a decomposition of
solutions of the differential advance-delay equation into two
parts: a four-dimensional projection to the subspace associated
with the quadruple zero eigenvalue and an infinite-dimensional
projection to the hyperbolic part of the problem. By using a suit-
able scaling, we truncate the resulting system of equations with
a scalar fourth-order equation, which is similar to the one for-
mally derived in [5]. This fourth-order equation is referred to as
the normal form for travelling kinks. We develop a numerical
analysis of the fourth-order equation and show that no mono-
tonic heteroclinic orbits from u _ to u exist both in the discrete
¢* and sine-Gordon lattices. Rigorous persistence analysis of
bounded solutions (heteroclinic orbits between periodic solu-
tions near u_ and u ) is developed with the technique of centre
manifold reduction. Our main conclusion is that the differen-
tial advance-delay equation (1.10) has no monotonic travelling
kinks near the point ¢ = 1 and 4 = O but it admits families of
non-monotonic travelling kinks with oscillatory tails.

It seems surprising that the truncated normal form is
independent on the discretizations of the nonlinearity function
fup—1,uy,up+1) and the negative result extends to all
exceptional discretizations constructed in [2,3,6,8,15,21-23].
Any one-parameter curve of monotonic travelling kinks, which
bifurcate in the plane (c, &) from the finite set of isolated points
(cx, 0) (see numerical results in [18]), may only exist far from
the point (1, 0).

In addition, we explain bifurcations of multiple kinks from
u_ = —mwtour = w(2n — 1), n > 1 in the discrete sine-
Gordon equation from the point of normal form analysis. These

bifurcations may occur along an infinite set of curves on the
plane (c, h) which all intersect the point (1, 0) (see numerical
results in [1]). We also derive the truncated normal form from
the discretizations of the inverse method reported in [8] and
show that it may admit special solutions for monotonic kinks,
when the continuity condition (1.6) is violated.

We emphasize that our methods are very different from the
computations of beyond-all-order expansions, exploited in the
context of difference maps in [24,25] and differential advance-
delay equations in [18]. By working near the particular point
¢ = 1l and h = 0, we avoid beyond-all-order expansions and
derive non-existence results from the study of the polynomial
normal form. In an asymptotic limit of common validity,
bifurcations of heteroclinic orbits in the truncated normal form
can be studied with beyond-all-order computations (see recent
analysis and review in [26]).

Our paper has the following structure. Section 2 discusses
eigenvalues of the linearization problem at the zero equilibrium
point and gives a formal derivation of the main result,
the scalar fourth-order equation. The rigorous derivation
of the scalar fourth-order equation from decompositions of
solutions, projection techniques and truncation is described
in Section 3. Section 4 contains numerical analysis of the
fourth-order equation, where we compute the split function for
heteroclinic orbits. Persistence analysis of bounded solutions
in the differential advance-delay equation is developed in
Section 5. Section 6 concludes the paper with a summary and
a formulation of an open problem. A number of important
but technical computations are reported in appendices to this
paper. Appendix A contains the comparison of the fourth-order
equation with the normal form from [10]. Appendix B gives
the proof of existence of a centre manifold in the full system,
which supplements the analysis in [14]. Appendix C describes
computations of the Stokes constant for heteroclinic orbits in
the fourth-order differential equation from methods of [26].
Appendix D discusses applications of the fourth-order equation
to the inverse method from [8].

2. Resonances in dispersion relations and the scalar normal
form

When the differential advance-delay equation (1.10) is
linearized near the zero equilibrium point, we look for solutions
in the form ¢(z) = e, where A belongs to the set of
eigenvalues. All eigenvalues of the linearized problems are
obtained from roots of the dispersion relation:

D(A;c,h) =2 (coshA — 1)+ h% —*A> =0, (2.1

where A = Ah is the eigenvalue in zoomed variable ¢ = ;.
We are interested to know how many eigenvalues occur on the
imaginary axis and whether the imaginary axis is isolated from
the set of complex eigenvalues (that is complex eigenvalues do
not accumulate at the imaginary axis). Imaginary eigenvalues
A = 2iK of the dispersion relation (2.1) satisfy the
transcendental equation:

h2
g¥K=Z+£W. (2.2)
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Fig. 1. Left: The graphical solution of the transcendental equation (2.2) for P = %, where (c, h) are given by (2.4). Right: The bifurcation curve for 1:1 resonant

Hopf bifurcation 4 = hy(c) and double zero resonance bifurcation 4 = 0.

Particular results on roots of the transcendental equation (2.2)
are easily deduced from analysis of the function sin(z) in
complex domain z € C. Due to the obvious symmetry, we shall
only consider the non-negative values of ¢ and 4.

e Whenc =0and 0 < 2 < 2, Eq. (2.2) has only simple real
roots K, such that all eigenvalues A are purely imaginary
and simple. All real roots K become double at 4 = 0 and
h=2.

e When i = 0 and ¢ # 1, a double zero root of K (a
double zero eigenvalue A) exists. When 0 < ¢ < 1, finitely
many purely imaginary eigenvalues A exist (e.g. only one
pair of roots K = =£P exists for cg < ¢ < 1, where
co ~ 0.22), while infinitely many roots are complex and
bounded away from the imaginary axis. When ¢ > 1, all
non-zero eigenvalues /A are complex and bounded away from
the imaginary axis.

In the general case of 4 # 0 and ¢ # 0, the transcendental
equation (2.2) is more complicated but it can be analyzed
similarly to the dispersion relation considered in [11,14].

Lemma 2.1. There exists a curve h = hy(c), which intersects
the points (1,0) and (0,2) on the plane (c, h), such that for
0<c<land0 < h < hy(c) finitely many eigenvalues A of
the dispersion relation (2.1) are located on the imaginary axis
and all other eigenvalues in a complex plane are bounded away
from the imaginary axis. The curve h = h,(c) corresponds to
the 1:1 resonance Hopf bifurcation, where the set of imaginary
eigenvalues includes only one pair of double eigenvalues.

Remark 2.1. The 1:1 resonant Hopf bifurcation is illustrated
on Fig. 1. Fig. 1(left) shows a graphical solution of the
transcendental equation (2.2) for & = h..(c). Fig. 1(right) shows
the bifurcation curve h = h.(c) on the plane (c, ). The curve
h =0for 0 < ¢ < 1 corresponds to the double zero eigenvalue
in resonance with pairs of purely imaginary eigenvalues.

Proof. Let A = p + ig and rewrite the dispersion relation in
the equivalent form:

c2(g* — pP) + h? +2(cosh pcosg — 1) =0
¢*pg — sinh psing = 0.

It follows from the system with ¢ # O that the imaginary
parts of the eigenvalues is bounded by the real parts of the
eigenvalues:

P
>
Therefore, if complex eigenvalues accumulate to the imaginary
axis, such that there exists a sequence (py,q,) Wwith
lim,—  pp = 0 and lim, . 5 g, = ¢x, the accumulation point
(0, g«) is bounded. However, since D(4; ¢, h) is analytic in
A, the dispersion relation (2.1) may have finitely many roots
of finite multiplicities in a bounded domain of the complex
plane. Therefore, the accumulation point (0, g,) does not exist
and complex eigenvalues are bounded away from the imaginary
axis. By the same reason, there exist finitely many eigenvalues
on the imaginary axis A € iR.

Let A = 2iK and K = %P be double roots of Eq. (2.2).
The curve i = h.(c) can be represented in the parameter form

4
> < p*+ = cosh? 2.3)

, sinPcosP 2 . .

"= — 5 h®“=4sin P (sin P — Pcos P).
A simple graphical analysis of the transcendental equation
(2.2) shows that the double roots at K = 4P are unique for
0 < P < 7, when the intersection of the parabola and the
trigonometric function occurs at the first fundamental period
of the sin? function (see Fig. 1(left)). At P = 0 (at the point
(c, h) = (1,0)), the pair of double imaginary eigenvalues A =
+2i P merge at A = 0 and form a quadruple zero eigenvalue.
AtP = % (at the point (c, h) = (0, 2)), a sequence of infinitely
many double imaginary eigenvalues exists at A = iz (1 + 2n),
neZ 0O

(2.4)

We will be interested in the reduction of the differential
advance—delay equation (1.10) at the particular point (c, h) =
(1, 0). Let € be a small parameter that defines a point on the
plane (c, k), which is locally close to the bifurcation point
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(1, 0):

=1+ €y, n? = €e’r. (2.5)

Let A = (/€A be the scaled eigenvalue near A = 0, so that the
Taylor series expansion of the dispersion relation (2.1) allows
for a non-trivial balance of e-terms. Truncating the Taylor se-
ries beyond the leading order O(e?), we obtain the bi-quadratic
equation for the scaled eigenvalue A;:

11—2/1‘11—3//1%4—1 =0.
The 1:1 resonance Hopf bifurcation corresponds to the point,
where the roots of the bi-quadratic equation (2.6) are double
and purely imaginary. This point occurs when T = 3y2, which
agrees with the Taylor series expansion of the system (2.4) in
powers of P at the leading orders of P? and P*. As a result, the
bifurcation curve & = h,(c) has the leading order behavior:

(2.6)

hi(c) = V31 =) + 01 — )2 2.7)

The normal form for travelling kinks, which is the main result
of our paper, can be recovered with a formal asymptotic expan-
sion of the nonlinear differential advance-delay equation (1.10).
Let ¢ = ; and rewrite the main Eq. (1.10) in the form:

2¢(C) = ¢+ 1) —20() + (¢ — 1) +hp ()
+h2Q(P(& — 1), 9(0), p(C + 1)).

Let (c, h) be the perturbed bifurcation point in the form (2.5).
Let ¢(¢) be a smooth function of a slowly varying variable

{1 = JJ€¢. Expanding ¢ (¢; =+ 4/€) in the Taylor series in /€

2.8)

and truncating by terms beyond the leading order €2, we obtain
the scalar fourth-order differential equation:

1

8@ —re" (@) + TF @) =0, 2.9)

where we have used the representations (1.6) and (1.7). The
linearization of the nonlinear ODE (2.9) near the zero equilib-
rium point recovers the bi-quadratic dispersion relation (2.6).
The nonlinear equation (2.9) has the equilibrium points u_, 0,
and u, which are inherited from the equilibrium points of the
Klein—Gordon equation (1.2). Our main examples will include
the ¢* model with F(u) = u(1 — u?), u+ = +1 and the sine-
Gordon equation with F(u) = sin(u), u+ = £m.

3. Decompositions, projections and truncation

We shall derive the normal form Eq. (2.9) with rigorous
analysis when the solution of the differential advance-delay
equation (2.8) is decomposed near a quadruple zero eigenvalue.
We adopt notations of [14] (see review in [13]) and rewrite the
differential advance-delay equation as an infinite-dimensional
evolution problem. We shall work with the scaled (inner)
variable { = , where the differential advance-delay equation
(1.10) takes the form (2.8). Let p be a new independent
variable, such that p € [—1, 1] and define the vector U =
(U1(£), U2(¢), Us (¢, p))7, such that

Ui=9¢&), Ua=¢'(), Us=¢C+p. (3.1

It is clear that Uz (¢, p) = U1(¢ + p) and U3(¢,0) = Ui(8).

The difference operators are then defined as

Us(g, £1) = 85Us(¢, p) = ¢(C £ 1) = 8LU1(8)
=U (¢ %+ 1). (3.2)

Let D and H be the following Banach spaces for U =
U1, U2, Us(p)T,

D= {1, U e R Us € C' (=1, 1L R), Us(0) = Un |,
(3.3)

H = {(Ul, Us) € R?, Uz € CO([—1, 1], R)} , (3.4)

with the usual supremum norm. We look for a smooth mapping
¢+~ U©) in CO(R; D), which represents classical solutions of
the infinite-dimensional evolution problem:

dU—ﬁ U+h2M (8)]
d é_ = Lec,h C2 0 s
where L. j, and My (U) are found from the differential advance-
delay equation (2.8):

(3.5)

0 1 0

Loa=|"22 0 List s (3.6)
c? c?
0 0 3,

and

Mo(U) = (0, Q(8~Us, Uy, §TU3), 0)" . 3.7)

The linear operator L. 5 maps D into H continuously and it has
a compact resolvent in H. The nonlinearity Mg (U) is analytic in
an open neighborhood of U = 0, maps H into D continuously,
and [[Mo(U) | = O ([UI13,).

The spectrum of L. consists of an infinite set of isolated
eigenvalues of finite multiplicities. By virtue of the Laplace
transform, eigenvalues of the linear operator L. j are found
with the solution U(¢, p) = (1, 4, eAP)TeAf, when the linear
problem U'(¢) = L. U is reduced to the dispersion relation
(2.1), that is D(4; ¢, h) = 0. We are particularly interested in
the bifurcation point ¢ = 1 and 7 = 0, when

Di(A) = D(A; 1,0) = 2(cosh A — 1) — A2, (3.8)

The transcendental equation D{(A) = 0 has the quadruple zero
root and no other root in the neighborhood of A € iR. The
four generalized eigenvectors of the Jordan chain for the zero
eigenvalue, L1 oU; =U;_, j =1,2,3,4withU_; =0, are
found exactly as:

1 0
U=[0], ui={1], w=[]
1 -2
p SP
0
o (3.9)
13
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The dynamical system (3.5) has the reversibility symmetry
S, such that

d h?

——S8U = [,C,hSU + —ZMO(SU), (3.10)
d¢ c

where

SU = (U1(¢), —Ua(¢), Us (¢, —p)T (3.11)

and the symmetry property (1.5) has been used. Since both the
linear operator (3.6) and the nonlinearity (3.7) anti-commute
with the reversibility operator (3.11), the standard property of
reversible systems holds: if U(¢) is a solution of (3.5) for
forward time ¢ > 0, then SU(—¢) is a solution of (3.5) for
backward time —¢ < O (see [16] for a review). Applying
the reversibility operator S to the eigenvectors (3.9) at the
bifurcation of the quadruple zero eigenvalue, we observe that

SU; = (-1)U;, j=0,1,2,3. (3.12)

This bifurcation case fits to the analysis of [10], where the
reversible normal form was derived for the quadruple zero
eigenvalue. Appendix A shows that the general reversible
normal form from [10] is reduced to the normal form Eq.
(2.9) by appropriate scaling. However, we notice that this
result cannot be applied directly, since it is only valid in a
neighborhood of the origin, while in the present case, the
solutions we are interested in are of order O(1).

In order to study the bifurcation for a quadruple zero
eigenvalue in the reversible system (3.5), we shall define the
perturbed point (c, &) near the bifurcation point (1, 0) with an
explicit small parameter ¢. Contrary to the definition (2.5), it
will be easier to work with the parameters (y, t), defined from
the relations:
h2

1 2
C—zzl—ey, ?:8 T, (3.13)
where ¢ is different from € used in (2.5). The dynamical system
(3.5) with the parametrization (3.13) is rewritten in the explicit

form:

d

EU = L1,0U+ eyLi(U) 4 2Ly (U) 4 £2tMp(U), (3.14)
where L1 ¢ follows from (3.6) with (c, h) = (1,0), Mp(U) is
the same as (3.7), and the linear terms Lj »(U) are

Li(U) = (0,2U; — (87 +67)U3,0)",

3.15
L,>(U) = (0, Uy, 0)7. G-19)

Bounded solutions of the ill-posed initial-value problem
(3.14) on the entire axis ¢ € R are the subject of
our interest, with the particular emphasis on kink solutions
(heteroclinic orbits between non-zero equilibrium points u_
and u,). These bounded solutions can be constructed with
the decomposition of the solution of the infinite-dimensional
system (3.14), projection to the finite-dimensional subspace
of zero eigenvalue and to the infinite-dimensional subspace of
non-zero eigenvalues, and truncation of the resulting system of
equations into the fourth-order differential equation (2.9). Since

the original system is reversible, the fourth-order equation must
inherit the reversibility property.

The techniques of decompositions, projections and trun-
cation rely on the solution of the resolvent equation (AZ —
L10)U =F, where U € D,F € H and A € C. When 4 is
different from the roots of D{(A), the explicit solution of the
resolvent equation is obtained in the form:

Uy = —[Di(D)]7' F(A),
Uy, = AU, — Fy,

p
Us(p) = Uye'? — / F3(s)e1 P9, (3.16)
0

where

F(A) = AF + F

1
_ / (F3(s)eA(1_S)—F3(—s)e_A(1_S))ds. (3.17)
0

The quadruple zero eigenvalue appears as the quadruple pole in
the solution U(p; A) of the resolvent equation near A = 0. Let
us decompose the solution of the dynamical system (3.14) into
two parts:

U=X+Y, (3.18)

where X is a projection to the fourth-dimensional subspace of
the quadruple zero eigenvalue,

X =AU + B(5)Ui(p) + C(OU2(p) + D(Z)Us(p)
(3.19)

and Y is the projection on the complementary invariant
subspace of L] ¢. We notice in particular that

Ui(¢) = AQ) + Y1(0) (3.20)
1 1
Us(¢, p) = AQ) + pB() + Epzcm + 6p3D<c>
+Y3(Z, p). 3.21)

With the decomposition (3.18) and (3.19), the problem (3.14) is
rewritten in the form:

d

&Y —L10Y=F(A,B,C,D,Y), (3.22)
where
Fi=B—A

F, = C—B —ey(C—=2Y1+ (T +87)Y3)
+e2T(A+ 0+ Y1)

_ I / 12 / 13 /
F;,=B—-A —i—p(C—B)—i—Ep (D—C)+6p (=D,
and

1 1
Q=Q<A—B+§C—8D+5Y3,A+Y1,

1 1 .
A+B+C+D+387Ys).

We notice that p is a dummy variable in (3.22). Since the vector
Y is projected to the subspace of non-zero eigenvalues of L1 g,
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the right-hand-side of the “inhomogeneous” problem (3.22)
must be orthogonal to eigenvectors of the adjoint operator
E’f’o associated to the zero eigenvalue. Equivalently, one can
consider the solution of the resolvent Eq. (3.17) and remove
the pole singularities from the function [D1 (D))~ F(A) near
A = 0. See p. 853 in [11] for the projections on the four-
dimensional subspace and, in particular, the formula:

0
0 3
Pol—-1)= T3 = Fo(p), (3.23)
0 2 2
gp(l —5p9)

where Py, is a projection operator to the subspace for Y. This
procedure results in the fourth-order differential system for
components (A, B, C, D) e R*in ¢:

A =B
2
B = C-— &Y (C=2Y1+ (T +6))3)

2 2
+§8 T(A+0+1)
C'=D
D' = 12y (C =2V + (6T +87)Y3)

—12¢21(A+ 0+ 1)). (3.24)

While the system (3.22) has the reversibility symmetry S
in (3.11), the system (3.24) has the reduced reversibility
symmetry,

SOAZ (A7_B’ C’_D)T7 (3.25)

where A = (A, B, C, D)T. The closed system of Egs. (3.22)
and (3.24) can be rewritten by using the scaling transformation:

A=¢1(C1), B=\ehr(C1), C=ep3(¢1),
D =¥2p4c1), Y =229, p),

where ¢| = /e¢. The four-dimensional vector ¢ € R* satisfies
the vector system:

(3.26)

b1 01 0 O b1 >
d | ¢ 00 1 0ff¢ —Z¢
_— — , 3.27
a les|=loo o 1ffes]|T] S| ©CF
b4 0000 o4 12

where g is a scalar function given by
g =7 (¢ —2Vey1 + /e +87)¥3)
-7 <¢1 +0+ 83/21#1)

and

0=20 (¢1 — Ve + %8(253 - ée”zm +Ve35 s,
b1+ 2P, b1+ Veps + %8¢>3
+ é\/e?m + 83/25+I//3> .

The infinite-dimensional vector ¥ € D satisfies the

“inhomogeneous” problem:

%'If — L1,0¥ = VegFo(p), (3.28)
where Fy is given in (3.23). The formal truncation of the fourth-
order system (3.27) at ¢ = 0 recovers the scalar fourth-order
equation (2.9). The set of equilibrium points of the coupled
system (3.27) and (3.28) contains the set of equilibrium points
of the fourth-order equation (2.9), since the constraints ¢p =
¢3 = ¢2 = 0 and ¥y = 0 reduce the coupled system to the
algebraic equation ¢ + Q(¢1, ¢1, ¢1) = 0, thatis F(¢1) = 0.
Our main result is the proof of existence of the centre manifold
in the coupled system (3.27) and (3.28).

Theorem 1. Fix M > 0 and let ¢ > 0 be small enough. Then
for any given ¢ € C}? (R, RY), such that

Il < M, (3.29)

there exists a unique solution ¥ € Cl?(R, D) of the system
(3.28), such that

Il < VekK,

where the constant K > 0 is independent of €. Moreover, when
@(Z1) is anti-reversible with respect to Sy, i.e. So¢p(—¢1) =
—¢(¢1), then V(L) is anti-reversible with respect to S,
ie. SY(=¢) = —v¥ (). If the solution ¢(¢1) tends towards
a T-periodic orbit as £y — =00, then the solution ¥ ()
tends towards a T /\/e-periodic orbit of the system (3.28) as
¢ — Fo0.

(3.30)

In this theorem, CS(R, &) denotes the Banach space (sup
norm) of continuous and bounded functions on R taking values
in the Banach space £.

The proof of existence of the centre manifold for the class
of reversible dynamical systems (3.5) is developed in Lemmas
2-4 of [14] with the Green function technique. Applications
of the centre manifold reduction in a similar context can be
found in [9,11,13]. We note that the case of the quadruple zero
eigenvalue was not studied in any of the previous publications
(e.g. the pioneering paper [14] dealt with the case of a pair
of double and a pair of simple imaginary eigenvalues). We
develop an alternative proof of existence of a centre manifold in
the coupled system (3.27) and (3.28) with a more explicit and
elementary method in Appendix B.

4. Numerical analysis of the truncated normal form

Eigenvalues of the linear part of the fourth-order equation
(2.9), that are roots of the bi-quadratic equation (2.6), are shown
in Fig. 2. Due to the definition (3.13), it makes sense to consider
only the upper half plane of the parameter plane (y, t). The
curve I = {y < 0,7 = 0} corresponds to the double
zero eigenvalue that exists in resonance with a pair of purely
imaginary eigenvalues. The curve [» = {y < 0,7 = 3y?}
corresponds to the reversible 1:1 resonance Hopf bifurcation
h = hy(c) in the limit (2.7). These two curves confine the
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(0.0) ‘ —

Fig. 2. Eigenvalues of the scalar normal form (2.9) on the parameter plane
(¥, 7). The curves I 1,2 3 mark various bifurcations of co-dimension one for
the zero equilibrium point. The shaded area is a domain of possible bifurcations
of a heteroclinic orbit.

parameter domain of our interest, where a heteroclinic orbit
between two non-zero equilibrium points u_ and uy of the
nonlinearity function F (#) may undertake a bifurcation (shown
in the shaded area in Fig. 2).

A complete classification of various bifurcations of co-
dimension one in the normal form (2.9) can be found in [10].
Homoclinic orbits may bifurcate above the curve I, and may
exist in the domain D = {t > 3y%,y <0} U{r > 0,y > O}.
Homoclinic orbits correspond to localized solutions to the zero
equilibrium state and they are not studied in this paper. We
focus hence on bounded heteroclinic orbits which connect the
non-zero equilibrium states u_ and u .

Let us rewrite the scalar fourth-order equation (2.9) in the
normalized form,

WY +o¢" + F(p) =0, @.1)

where ¢ = ¢ (1), t = (121)/4¢;, and o = —%. The domain
between the curves I and ' corresponds to the semi-infinite
interval o > 2. We shall consider separately the discrete ¢*
model with F(¢) = ¢(1 — ¢2) and the sine-Gordon model
with F(¢) = sin(¢).

When F(¢) = ¢(1 — ¢2), there are two non-zero
equilibrium points u3 = =1. Linearization of the scalar
equation (4.1) near non-zero equilibrium points gives a pair
of real eigenvalues (A9, —Xg) and a pair of purely imaginary
eigenvalues (iwg, —iwp) for any 0 € R. Our numerical
algorithm is based on the consideration of the solution ¢, (¢)
in the unstable manifold, such that

lim ¢,(t) = —1, lim (¢, (1) + e ™ =¢o,  (4.2)
t——00 ——00
where cq is an arbitrary positive constant, which is related to the
translation of the solution. Let 7y(cg) be a zero of the solution
¢, (), if it exists. Since the ODE problem (4.1) with odd
function F(—¢) = —F(¢) has the reflection symmetry ¢ —
—¢, we look for a bounded heteroclinic orbit as an odd function
of t. Therefore, the distance between solutions in the stable

and unstable manifolds can be measured by the split function
K = ¢/(t9(co)), such that the roots of K give odd heteroclinic
orbits. Although the split function K is computed at ¢y, which
depends on cyp, it follows from the translational invariance
of the problem (4.1) that K is independent of cp. (It may
depend on the external parameter o of the problem (4.1).)
The first zero fy corresponds to the monotonic heteroclinic
orbit when K = 0, while subsequent zeros correspond to
non-monotonic heteroclinic orbits. We shall here consider
monotonic heteroclinic orbits.

The solution ¢, (¢) of the scalar equation (4.1) corresponding
to the unstable manifold of the equilibrium point ¢ = —1, is
numerically approximated by the solution of the initial-value
problem with the initial data:

¢(0) —1 Al
4 0
o | = o |Feli | @
¢///(0) 0 )Lg

where Lo > 0 and 0 < ¢g < 1. The solution of the initial-value
problem is stopped at the first value o > 0, where ¢ (z9) = 0
and the split function K is approximated as K = ¢”(1).
Besides the external parameter o, the numerical approximation
of the split function K may depend on the shooting parameter
co and the discretization parameter dt of the ODE solver, such
that K = K (o0; cg, dt).

The graph of K versus o for a fixed set of values of cg
and dt is shown on Fig. 3(left). It is clearly seen that the split
function K (o) is non-zero for finite values of o. It becomes
exponentially small in 0 ~! as ¢ — oo, which is the beyond-
all-order asymptotic limit. Computations of Stokes constants
in this limit give equivalent information to the computation of
the split function K (o) (see [24,25]). We apply this technique
in Appendix C to show that the Stokes constant for the scalar
fourth-order equation (4.1) is non-zero in the limit o — oo.

The behavior of the split function K for a fixed value of o is
analyzed on Fig. 4 as the values of dt and ¢ are reduced. When
dt is sufficiently reduced, the value of K converges to a constant
value monotonically (see Fig. 4(left)). When ¢y changes, the
value of K oscillates near a constant level. The amplitude of
oscillations depend on the value of df and it becomes smaller
when the value of dt is reduced (see Fig. 4(right)). Oscillations
on Fig. 4(right) can be used as the tool to measure the error
of numerical approximations for the split function K (o). The
maximum relative error is computed from the ratio of the
standard deviation to the mean for the values of K (¢) when the
parameter co varies. The graph of the relative error is plotted
on Fig. 3(right) versus parameter o. The relative error increases
for larger values of o since K (o) becomes exponentially small
in the limit 0 — oo.

When F(¢) = sin(¢), there are two non-zero equilibrium
points u4+ = =mw. Linearization of the scalar equation
(4.1) near non-zero equilibrium points still has a pair of
real eigenvalues (Lo, —Ao) and a pair of purely imaginary
eigenvalues (iwg, —iwp) for any o € R. Therefore, we adjust
the same algorithm to the sine-Gordon model. Fig. 5(left)
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Fig. 3. Left: The graph of the split function K (o) for ¢y = 0.00001 and d¢ = 0.005 for kink solutions of the ODE (4.1) with F(¢) = ¢ (1 — ¢2). Right: Relative
error of numerical approximations of K (o) for dt = 0.005 under variations of cg.
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Fig. 4. Left: Convergence of the split function K (¢) as dt — 0 for 0 = 5 and ¢y = 0.00001. Right: Oscillations of the split function K (¢) as ¢g — O foro =5
and dt = 0.005.
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Fig. 5. Left: The graph of the split function K (o) for ¢y = 0.00001, d¢ = 0.005, and different values of o for kink solutions of the ODE (4.1) with F (¢) = sin(¢).
Right: Relative error of numerical approximations of K (¢) for dt = 0.005 under variations of c(.

displays the graph of the split function K versus o for a fixed set

of values of ¢y and dt, while Fig. S5(right) shows the maximum

relative error of numerical approximations. The split function
K (o) displays the same behavior as that for the ¢* model.
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Fig. 6. The graph of the split function K (o) for double kink solutions of the
ODE (4.1) with F(¢) = sin(¢).

Since the discrete sine-Gordon lattice has multiple
equilibrium states at ¢ = mn, n € Z, one can consider multiple
monotonic kinks between several consequent equilibrium
states [5]. In particular, we shall consider the double kink,
which represents a bound state between the heteroclinic orbit
from u_ = —m to u; = m and the heteroclinic orbit from
Uy =mwtous = 3m.

Double kinks were considered recently in a fourth-order
differential model in [5] and in the differential advance-delay
equation in [1]. We note that the fourth-order model in [5] is
obtained in the continuous limit of the discrete Klein—Gordon
lattice (1.1), such that the fourth-order derivative term is
small compared to the second-order derivative term. However,
numerical results of [5] were derived in the case when both
derivatives are comparable. Asymptotic and direct numerical
results showed that the families of double kinks intersect the
bifurcation point (c, h) = (1, 0), where our normal form (2.9)
is applicable. Thus, we can use the normal form Eq. (4.1) to
give a rigorous explanation of existence of double kinks in the
discrete sine-Gordon lattice.

We modify the numerical algorithm by considering the
initial-value problem for the normalized fourth-order equation
(4.1) with the initial values (4.3). Let fg be defined now from the
equation ¢ (tp) = u4, and the split function K (o) be defined by
K = ¢"(ty). When K = 0, the bounded solution ¢, (¢) defines a
double kink solution with the properties: lim;_ _oo ¢, (t) = u_,
lim; 00 ¢y (t) = iy and ¢, (t — 19) = —Pu(tp — ) + 2m.
The graph of K versus o on Fig. 6 suggests infinitely many
zeros of K (o), which correspond to infinitely many double
kink solutions. Although only four such solutions were reported
in [5], it was stated that the four solutions are part of a sequence,
so the results of [5] are confirmed by the pattern of Fig. 6.

There exists an exact solution of the normal form Eq. (4.1)
with F(¢) = sin(¢) for the double kink:

¢ (1) = —7 + 8arctane™,

where
1

)\'ZW’ o =

5l

The exact solution corresponds to the first zero of K (o) on
Fig. 6. The distance between the numerical zero o ~ 1.1547
and the exact zero ¢ = 2/+/3 is computed from the numerical
data as 6.3044 x 10~°, which gives an idea of the numerical
error of Fig. 6.

The numerical method of computations of the split function
can be tested for other heteroclinic orbits, such as triple
monotonic kinks between (—, ), (7, 37), (37, 5S) and triple
non-monotonic kinks between (—m,w), (7w, —m), (—m, 7).
It can also be used for construction of homoclinic orbits
(see [26]). The accuracy of computations of the split function
is only limited to the accuracy of the ODE solver for the scalar
fourth-order differential equation (4.1).

5. Persistence analysis of bounded solutions

In this section we consider the existence of a family of
heteroclinic connections between periodic solutions of the
system (3.5). We prove by a centre manifold argument that such
heteroclinic connections of the truncated normal form, if they
exist, are inherited by the full dynamical system. The truncation
of the system (3.27) takes the form

¢ = N(9), (5.1)

where ¢ = (¢1, ¢2, ¢3, p4)” and the vector field N : R* — R*
is given explicitly in the form

N(@) = (¢2, ¢3, b4, 12yd3 — 120 F (1) .

Let us use = ¢; in the notation of this section. The truncated
system (5.1) exhibits a number of useful properties:

P1 Since F(¢1) is odd in ¢ € R, the vector field N(¢) is odd
in ¢ € R*,

P2 The system is conservative, such that div N = 0.

P3 The system is reversible under the reversibility symmetry
So in (3.25).

P4 The set of fixed points of £85y is two-dimensional.

P5 The system has two symmetric equilibrium points uy =
(ux,0,0,0)7.

P6 Since F'(u+) < 0, the linearized operator DN(u+) has two
simple eigenvalues on the imaginary axis and two simple
real eigenvalues for any y € R and 7 # 0.

(5.2)

We shall add a generic assumption on the existence of a
heteroclinic connection between periodic solutions near the
non-zero equilibrium points. As it follows from numerical
results in Section 4, we cannot assume the existence of a
true heteroclinic orbit between the two equilibrium points
uy since the true heteroclinic orbits are not supported by
the nonlinear functions of the discrete ¢* and sine-Gordon
equations. However, a numerical shooting method implies
an existence of a one-parameter family of anti-reversible
heteroclinic connections between periodic solutions. Indeed, an
initial-value problem for an anti-reversible solution ¢(#) of the
truncated system (5.1) (such that So¢p(—t) = —¢(r)) has two
parameters, while there is only one constraint on the asymptotic
behavior of ¢(¢z) as t+ — oo. An orthogonality constraint
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must be added to remove an eigendirection towards a one-
dimensional unstable manifold associated to the real positive
eigenvalue Ao in the linearization of u,. It is expected that a
one-parameter family of solutions of the initial-value problem
can be found to satisfy the given constraint. We will make
a generic assumption on the existence of the one-parameter
family of anti-reversible solutions of the truncated system (5.1)
and we prove that such solutions persist for the full system
(3.27).

Assumption 1. For a fixed set of parameter (y, t) and a fixed
nonlinear function F(¢;), there exists a smooth family of
solutions ¢, (¢), such that

b = N(9,), (5.3)
and
Sodo (—1) = —¢, (). (5.4)

When ¢+ — =oo, the family ¢,(¢) tends towards u(f (1),
where u(f(t) are periodic solutions of the system (5.1) near the
equilibrium points u4, such that

Sou, (—t) = —u (1) (5.5
and
Sow, (—t — 84) = u, (t — 8y). (5.6)

We assume that 7, (period at infinity) and &, (phase shift) are
smooth functions of a parameter «.

Let us choose a particular heteroclinic connection ¢,. We
define a linear operator £ associated with the linearized system
(5.1) near ¢ (2):

L®)e(t) = @(t) — DN(¢y())p(1).

If the periodic solutions uoi(t) have sufficiently small
amplitudes, then by the standard perturbation theory for
reversible systems, the Floquet spectrum of the linearized
system (5.7) at the periodic solutions w (t) can be deduced
from the spectrum at the equilibrium points u® [12]. Our aim
is to study the invertibility of £ in the space of continuous
functions on t € R, which are asymptotically periodic as
t — =oo. In what follows, we prove the invertibility of £
under the additional assumption that the kernel of £ does not
contain an anti-reversible decaying solution. If this assumption
fails, the Fredholm Alternative Theorem must be used to ensure
invertibility of £ under a compatibility condition.

(5.7)

Assumption 2. There is no anti-reversible solution of the
homogeneous linearized system that decays to zero as t —
+o00, i.e. such that L(t)@() = 0, Sop(—t) = —e(t), and
lim;—, +00 @ (1) = 0.

Then we have the following result about the inverse of
operator L.

Theorem 2. Suppose Assumptions 1 and 2 hold. Let F €
CS(R, RY) be a function that is reversible with respect to Sy

and tends towards a To-periodic function as t — Fo00. Then,
there exists a unique solution ¢ € Cg (R, R*) of the system

Ln)et) =F@), (5.8)

which is anti-reversible with respect to So and tends towards a
Ty-periodic function as t — Foo. The linear map F +— ¢ is
continuous in Cg (R, RY).

Proof. We shall first consider the fundamental matrix for the
time-dependent linear system,

@ = DN(¢y(1)o. (5.9)

Due to properties of the truncated system (5.1), we have the
following relationship,

SoDN(¢(1))¢ = —DN(¢o(—1)So9.

By differentiating (5.3) with respect to ¢, we obtain the first
eigenvector of L(¢):

L()$o(1) = 0.

By differentiation of (5.3) with respect to «, we can obtain
another eigenvector of £(r). However, since the period depends
on o, the second eigenvector is non-periodic at infinity but
contains a linearly growing term in ¢. So, let us define a new
“time” T as

(5.10)

(5.11)

t =kot, ky=Ty/To, ko=1. (5.12)

Then aa(r) = ¢, (t) has the period Ty as T — =£oo and
satisfies

d ~ ~
_¢a = kaN(¢a)'

Differentiating this identity with respect to « and denoting
¢0 = 0o Py ly—o We obtain the equation,

(5.13)

550 = DN(¢o)bo + kiN(9y), (5.14)
where
ki = dgk|y—p - (5.15)

This explicit computation shows that ao(t) is a generalized
eigenvector of the operator £(¢),

Lo (1) = ki),

which is bounded and Tp-periodic at infinity as the first
eigenvector ¢ (¢). Moreover, we note the symmetry properties:

Sopo(—1) = ¢y (1),
Soo(—1) = — o (0).

The two eigenvectors qbo(t) and ;ﬁo(t) correspond to the
“neutral” directions associated with the families of periodic
solutions jE(t) near the equ111br1um points uy. Indeed,
similarly we denote by u0 and uO the Tp- periodic solutions
of the limiting system with periodic coefficients:

(5.16)

(5.17)
(5.18)

d, .
aua—L = DN(u(j)E)u(j)E

d
auo = DN(uO )uo +k1u0
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These two modes are the eigenvector and generalized
eigenvector belonging to the double zero Floquet exponent
associated with each periodic solution u(:)t (t). Since these
periodic solutions are close enough to the equilibrium points
u., and thanks to perturbation theory, we know that there exist
two real Floquet exponents (Ai, —)»(ﬂf) for each solution uoi.
Let us denote by ¢ (¢) and x 4. (¢) the Ty-periodic eigenvectors
(defined up to a factor) such that

d
ECJF + 2496+ = DN(up)¢
d
E;_ —Xo¢_ = DN(ug)¢ _

d
EX+ + )L(J)FX+ = DN(“(J)F)X-q-

d
X Agx_ =DN(uj)x_.

We justify below that Ag‘ = A - Since the function Sp& ;. (—1)
satisfies

%SOC+(—I‘) — 20508 4. (=1) = DN(Soug(=1))So& 1. (1)

(5.19)
and because of (5.6) we can choose ¢ _ such that
S0¢ (=t — 80) = & _(t — d0)-

Now, since we have (5.5) and since DN(¢(¢)) is even in ¢ (¢),
we deduce that

DN(ug (1)) = DN(=So(uy (—1))) = DN(ug (t — 280)),

(5.20)

which verifies that A(J)“ = A, . Finally we can choose the vector
functions ¢4 and x . such that

X+ +80) =&, (t = o)

X_(@ +80) =&_(t — o)
SoX + (=t +380) = x_(t + o).

(5.21)

Aot +Aot

Since ¢ (t)e and x4 (t)e are solutions of the limiting
linear system, we introduce the unique solutions ¢, () and
¥ (1) of the system (5.9) on ¢ € R, such that

¢(1) ~ ¢ ()e™ ast — —oo

$o () ~ & _ (e

Yo(t) ~ X (D™ ast — oo

ast — —o0

Y1)~ x_()e ™ ast — oo,

Now we have

%Sod)l(—t) = DN(Sogho(—1)) Sodh; (—1)
= DN(¢¢(1))So¢(—1)

and

Sod1(—1) ~ Sog (—e ™" ast — oo,

where

Sos 4 (—0)e " = _ (1 —280)e " = x_(1)e M.

Hence

Sopy (=1) = ¥, (1), (5.22)
and, in the same way

Sopo(=1) = ¥ (1). (5.23)

The two pairs of linearly independent solutions (¢, ¢,) and
(Y1, ¥,) cannot contain components in ¢, and ¢, thanks to

the behavior at infinity, hence there exist constants (a, b, ¢, d)
such that

Vi =a¢, +bp,
Vo =ch; +de,.
Iterating once the relations (5.22) and (5.23), we find that

(a b)2 B <a2+bc b(a+d)> 3 (1 o)
c d) " \cta+d) d*+bc) \0 1)
If either b or ¢ is non-zero, then d = —a and a? + be = 1. If
b = ¢ = 0, then a> = d*> = 1. The choice a = —d = %1 is
included in the previous solution with d = —a and a®>+bc = 1.
The choice a = d = =1 is impossible since it would lead

to more than two independent vectors in the two-dimensional
set of fixed points of the operators £Sp at + = 0. Thus, we

(5.24)

parameterize: a = —d = o, b = B, and ¢ = y, where
a? + By = 1 and rewrite the relationship (5.24) in the form:
V) =ad; + B,

Vr=v¢ —ad, (5.25)
with the inverse relationship:

¢ =y, +BY,

b =v¥| —ay,. (5.26)

We now wish to solve the linear equation (5.8), where the
right-hand-side vector F(¢) is asymptotically Tp-periodic and
reversible with respect to Sy, i.e. such that

SoF(—1) = F(). (5.27)

By construction, we have

F= qu.So + fido + 191 + 220,
@ = apPy + a1dy + B19; + Bad,,
where the functions g1 (r)e 0/l and g, (r)e*"l are bounded
as t — —oo and asymptotically Tp-periodic. Let M(t) =
[bg. Do, D1, d,], such that the coordinates of F and ¢ in the
new basis are

F(1) = MO)™'F@) = (fo. fi.81.82)"
P(1) =MD o) = (a0, a1, 1. BT

The system (5.8) reduces to the simple system

(5.28)
(5.29)

doyg

NV _

5 11 + fo
dO[l

e f1

dgi

—— =41

dr
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ap _
dr = 82-

Since the system (5.1) is conservative (that is tr (DN(¢0)) =0),
Liouville’s theorem implies that

det M(t) = det M(0) # 0. (5.30)

Solving the uncoupled system for B 2(¢), we find that

t

t
ﬂl(t)=/0 21(s)ds + Bio, ﬁz(t)=/ g2(s)ds,

—0o0

such that the functions 81 (r)e 0!l and B, (r)e*" are bounded
as t — —oo and asymptotically Tp-periodic for any constant
B1o- The same property holds for ¢(¢) as t — —oo. Now, we
consider the opposite limit ¢ — +o00. Thanks to the relations
(5.25), we notice that the functions (ag; + ygz)(t)e_“’ and
(Bg1 — (xgz)(t)e)‘ot are bounded as t — oco. Moreover they are
asymptotically Ty-periodic if F(¢) has this property. Now we
can write the function B¢, + B.¢, as

t
Bi1o1 + a2y = ¥, (1) (/0 (ag1(s) + yg2(s))ds

0
+ / y82(s)ds + aﬁm) + ¥2(1)

t 0
X (/ (Bg1(s) — aga(s))ds +/ —aga(s)ds + ﬂﬁlo)
0 —0o0
and it is easy to check the boundedness of the function S1¢; +
B2, as t — oo, provided that

[e’e) 0
/0 (Bg1(s) — aga(s))ds — / wga(s)ds + Bpro = 0.(5.31)

If B # 0, this equation determines the value of 8. If 8 = 0, the
value of B¢ is not determined. If in addition « = +1, Eq. (5.31)
is satisfied identically since g»>(¢) is odd in this case, thanks
to the identity (5.34) below. The case § = 0 and @ = —1 is
excluded by Assumption 2. Thus, the function B1¢; + B2¢,
is bounded as t — 400 and asymptotically 7p-periodic. It
remains to show that the reversibility constraint (5.27) implies
the anti-reversibility constraint for the solution ¢(¢):

Sop(—1) = —(1).

By construction, the functions fy(f) and fi(z) are even and
odd respectively. Since they are defined by a multiplication
of an exponentially growing function with an exponentially
decaying one of the same rate and with periodic factors, these
functions are bounded and asymptotically Tp-periodic. Solving
the uncoupled system for «g(¢) and o1 (¢), we have

(5.32)

t
oo (1) 2/0 [fo(s) — kiar(s)]ds,

t
a1 (1) = a1 (0) + /0 fi(s)ds.

Since fo(t) is even and fi(¢) is odd, it is clear that o (?) is
even and «g(?) is odd. Moreover, since f1(¢) is odd, it has
asymptotically a zero average at infinity. Therefore, the function

a1(t) is bounded and asymptotically Tp-periodic at infinity.
Now we can find a unique «(0) such that the even function
fo(s) — k11 (s) which is asymptotically Ty-periodic at infinity,
has in addition a zero average at infinity. Then this gives a
bounded function oo (¢) which is asymptotically Typ-periodic at
infinity. Now for the two last components of F(¢) we have

g1(=0¥ (1) + (=¥, (1) — g1(1)$1 (1)

— 82N, (t) =0, (5.33)
which corresponds to the identities
81(t) —agi(—1t) —yg(—1) =0,
82(t) — Bgi(—1) + aga(—1) = 0. (5.34)
We need to show that this implies
B1(t) + aBi(—=1) + yBa(—1) =0,
Ba(t) + BB1(—1) —afa(—1) = 0.
The identities (5.34) lead to
Beg1(s) —aga(s) = g2(—s) (5.35)
hence the constant 81 takes the form

0
BB1o = (@ — 1)/ g2(s)ds. (5.36)
—00

We observe that the identity (5.36) is satisfied when 8 = 0 and
a = 1. Now we check that

Bi1(t) + afi(—t) + yBa(—1)
= /Ot{gl(S) —agi(=s)lds +y /too g2(—s)ds
+ (1 +a)Bio
=y fooo g2(=s)ds + (I + «)Bio

0

={+a)Bio+ J// 22(s)ds.

—0o0
If 8 = 0and @ = 1, the expression above is zero under a special
choice of B1o. If 8 # 0 and y = (1 — a?)/B, it is zero because

0
(I+a)Bio + Vf g2(s)ds
1 0
= % (,31310 +(- a)/ gz(S)dS> — 0.
Similarly,

Ba(t) + BB1(—1) — afr(—1)
‘ 0
= / g2(s)ds + BBio — Ol/ g2(s)ds

t
+ /0 [aga(—s) — Bgi(—s)]ds

0
— BBo+ (1 - a)/ 22(s)ds = 0.

Hence the statement is proved in all cases except the case 8 = 0
and o = —1, which is excluded by Assumption 2. O
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Using analysis of the truncated vector system (5.1), we can
now prove persistence of bounded solutions of the full system.
Since there exists a smooth mapping ¥ (¢, €) in the hyperbolic
subspace (see Theorem 1), we rewrite the system (3.27) in the
form,

¢ = N(¢) + VeR(@, ¥ (9, £)),

where ¥ (¢, ) = O( /). The perturbation term is non-local,
which forces us to use a non-geometric proof for showing the
persistence of heteroclinic connections to periodic solutions
near equilibrium points u.. Indeed, let us decompose ¢ as

(5.37)

d=¢o+to (5.38)
and define
Ri(¢g. ¢) = N(¢g + ¢) — N(¢9) — DN(¢¢)¢

= Olel®), (5.39)
then ¢ satisfies
L(D)¢ = Ri(po, 9) + VeR@) + ¢, ¥(dg +9,2).  (5.40)

Using Theorem 2 and the smooth dependence of R on (¢, ¥),
we can then use the implicit function theorem near ¢ = 0
and find a unique solution ¢ € CQ(R, R*) for small enough
€. Moreover, this solution @(t) is a Tp-periodic function at
infinity, whose magnitude is bounded by a constant of the order
of O(4/¢). Using these observations, we assert the following
theorem.

Theorem 3. Let Assumptions 1 and 2 be satisfied and ¢ (t) be
a solution of the truncated system (5.1), which is heteroclinic
to small Ty-periodic solutions uy(t). Then, for small enough
g, there exists a unique solution ¢(t) of the perturbed system
(5.37), which is \/e-close to ¢(t) and is heteroclinic to small
To-periodic solutions of the system (5.37).

We note that uniqueness is a remarkable property of the
perturbed system (5.37). It is supported here due to the choice
that the function ¢ (¢) has the same asymptotic period at infinity
as the function ¢ ().

6. Conclusion

We have derived a scalar normal form equation for
bifurcations of heteroclinic orbits in the discrete Klein—-Gordon
equation. The existence of a centre manifold and the
persistence of bounded solutions of the normal form equation
are proved with rigorous analysis. Bounded solutions may
include heteroclinic orbits between periodic perturbations at
the equilibrium states and true heteroclinic orbits between
equilibrium states. Our numerical results indicate that no true
heteroclinic orbits between equilibrium states exist for two
important models, the discrete ¢* and sine-Gordon equations.
Double and multiple kinks (between several equilibrium states)
may exist in the case of the discrete sine-Gordon equation.
Existence of double kinks is confirmed in the scalar normal
form equation.

We have studied persistence of heteroclinic anti-reversible
connections between periodic solutions near the equilibrium

states, but we have not addressed persistence of true
heteroclinic orbits between the equilibrium states. It is
intuitively clear that non-existence of a true heteroclinic orbit
in the truncated normal form must imply the non-existence of
such an orbit in the untruncated system at least for sufficiently
small e. Notice that for a one parameter family of reversible
vector fields, the existence of a true homoclinic for the truncated
system does not imply the persistence of a true heteroclinic for
the full system, analogously to the known result for homoclinics
proved in [17]. Here, in playing on the two parameters (c, /)
the persistence of true homoclinics should be implied for the
full system on a certain curve in the parameter plane. Rigorous
analysis of such continuations is based on the implicit function
argument for a split function, which becomes technically
complicated since our full system involves the advance-delay
operators, where the resolvent estimates are not simple. This is
an open question for further studies.

Appendix A. Truncation of the vector normal form from
[10]

The eigenvectors for the quadruple zero eigenvalues satisfy
the reversibility symmetry relations (3.12). The general
reversible normal form for this case was derived in [10]. We will
show here that this normal form can be reduced to the fourth-
order equation (2.9) under an appropriate scaling. The general
reversible normal form is explicitly written in the vector form
(see [10] for details):

& =& +u3Pi(ur, uz, us),

& = &+ q3Pi(uy, uz, us) +uy Pa(uy, un, us)
+ua P3(uz, ug),

Ea+r3Pi(uy, uz, us) +q1Pr(uy, uz, ug)
+q2P3(u, ug) + uz Pa(uy, uz, ug),

£

& = s3Pi(ui, uz, us) +riPa(ur, uz, ug) + ryP3(uz, us)
+q3Pa(uy, uz, us) + Ps(uy, uz, ug),

where P 23 4,5 are polynomials in variables:

up =&, up =& — 286163, uz =& — 36168 + &7k,
Uy = 38365 — &34 — 86185 + 181628384 — 9ETES,

G =&, q=-35&4+ 683,

g3 = 3616064 — 4E1ET + EFES, 1 =63,

ry= =36k + 267, r3 = —3E1EEs + 3658 — £287,

and 53 = 3&€&& — %“;‘33 — 351&%. If the zero equilibrium
point persists in the vector normal form, then Ps(0,0,0) = 0.
The linear part of the vector normal form corresponds to the
truncation of P 23,45 as follows:

Pi=0, Po=pu;, P3=P=0, P5s=poui,

where ©1 and w, are two parameters of the linear system.
The two parameters (i1, (o) must recover the Taylor series
expansion (2.6) of the full dispersion relation (2.1) in scaled
variables. Since the dispersion relation from the linear part of
the vector normal form is

A =3 A%+ pd — pp =0,
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the comparison with the Taylor series expansion (2.6) shows
that

i =dey +0(?), ur =216y — 127) + O(e%). (A.1)

The nonlinear part in the dynamical system (3.14) is scaled as

€2 near the bifurcation point (3.13), such that

Py=p +8&2Py, Py4=¢e"Psy,

Ps = jou; + & Ps,

P =¢&2Py,
Py = 82ﬁ4,
where tilded functions P; depend on the same variables as

the original functions P;. Let £; = /e and use the scaling
transformation:

E1=01(01), & =Vep(t1),
& = @¢4(§1)~

& = e¢3(21),

The scaled version of the vector normal form is written
explicitly as follows:

¢ = ¢ + iz Py,
By = @3 +4yd1 + e¢1 Py + i Py + £33 Py,
@5 = ps + 4y o + epo Py + e2(Go P3 + 13 Py) + 373 Py,
¢y = 4yds + (16y* — 120)¢1 + Ps + e¢3 P
+&% (PP + g3 Py) + €753 Py,
where tilded variables stand for the scaled versions of the
original variables. Let G(¢1) = P5(¢1,0,0). The truncated

version of the vector normal form (with ¢ = 0) is equivalent
to the scalar fourth-order equation:

o™ — 12y¢" + 121¢ = G(¢), (A.2)

where ¢ = ¢. The comparison with the scalar fourth-order
equation (2.9) shows that G(¢) = —12t (F(¢) — ¢), where
F(¢) is the nonlinearity of the Klein—-Gordon equation (1.2).
We note that the vector normal form can be simplified near
the curves of bifurcations of co-dimension one (see [10]). The
truncated normal form (A.2) takes into account the full problem
of bifurcation of co-dimension two.

Appendix B. Proof of existence of a centre manifold in the
system (3.27) and (3.28)

We shall rewrite the system of coupled equations (3.27) and
(3.28) in the form:

¢ = N(¢) + VeR(@. ¥).
¥ = LoV + VeF(d, ¥),

where ¢ € R* is a function of ¢; = /e¢ and ¥ € D is a
function of ¢. The vector fields are given by

N(@) = (#2. ¢3, ¢4, 12y 3 — 12T F(¢1))",
F(¢, ¥) = gFo(p)

with

(B.1)
(B.2)

0
0 2
3 —gx/gg
F0= _5 ) R(¢a¢)= 0 )
% (1 —5p? 12
5P P et
Je

where g = g — y¢3 + 1 F(¢1) and g is given below (3.27). We
shall rewrite g and g in an equivalent form, which is used in our
analysis. It follows from identities (3.2), representation (3.18),
(3.19) and the scaling (3.26) that

1 1
5Us = g1 £ Vogo + Jeds £ e + &7 255y,

8+U1 = ¢1(¢1 £ Vo) + 72819,

such that the equality §TU3 = 8. U results in the identity

¢3 — 2P + Ve + 873 = Ve + 8-y —291)
+e g1 (&1 + VE) + 1 (g1 — VE) — 291 ].

As a result, the expression for g below (3.27) can be rewritten
as follows:

g = yE@yn + 8-y —2yn) + ye (@1 (1 + Ve)
+ 0181 — VE) —2¢1) — T(p1 + &2y + Q)
and
0 = Q(p1(&1 — Vo) + &5y, 1
+ &2, d1(¢1 + V) + 328, y).

Using the system (B.1), we obtain the following representation:

B1(¢1 + e) + ¢1(5 — Ve) — 24

at+ve et
=/ / ¢1(s)dsdt
a1 T—e
Cl‘i’\/g T 28
=/ / (¢3(s) — —g(s))dsdr,
1 T—\e 5

such that g is rewritten in the implicit form:

g = y/E @Y + 8-y — 291) — T(d1 + &Y + Q)

—1 CH_‘/E T 28
+vye / / ¢3(s) — —g(s) ) dsdz. (B.3)
¢ T—\e 5

1

In order to obtain an equivalent expression for g, we use the
system (B.1) and obtain

li+E pt
—p3(¢1) + 7! / / $3(s)dsdr
& LENG

fat+ve pr s
=g ! f / éa(n)dndsdr.
Q = J

It is also clear that

Q(1(&1 — Ve), p1(L1), d1(¢1 + /)
— Q0(P1(£1), $1(£1), $1(£1))

ISERNLS
_ / [30(1(61 — V&), d1(51). b1(5))ha(s)
¢

1

—310(@1(s — Ve), 91(21), p1(£1))Pa(s — Ne)] ds.
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As a result, the expression for g = g — y¢3 + tF(¢1) is
rewritten in an equivalent form,

g = V\/E(3+W1 + 86—y —2¢1)
Q+e pt ~
-= / / g(s)dsdr — (&Y + Q)
9| T—e

a+ve pt s
! / / ba(n)dndsdr,
4] 1= J{
where

- s1t+ye
0= /{ [030(#1(21 — Ve), 1(51). $1(5))ha(s)
1

— 3101 (s — V&), p1(51). $1(£1)) (s — /)] ds
+ 0151 — Vo) + &5y, ¢y + &y,

P1(81 4+ VE) + &¥78,91) — Q151 — Vo),

b1, 9151 + Ve)).

We observe the fundamental property that if

(B.4)

léll + Y1l = M (B.5)
then there is M > 0 such that

g -
gl + ’ —|| =M. (B.6)

In order to prove Theorem 1, we replace the system (B.2) for
¥ (¢) by an integral formula. However this is not a simple task,
since the estimate on the resolvent of £ ¢ is not nice on its
third component. So, it is necessary here to use the fact that the
nonlinear term in the system (B.1) and (B.2) does not depend on
¥3(¢, p), when the system is rewritten in the new formulation
(which was precisely the aim of this manipulation). For the
study of solutions bounded for ¢ € R, we use the two first
components of the following implicit formula for ¥:

V() = —e /; " Lo "I PLF(@(s), ¥(s))ds

¢
- / Lo p_R((s), Y(s)ds,  (B.T)

where, by definition

1
eLro)p F = —/ eMA=L10)7'FdA, 1 <0,
2w Jr,

1
eL10)p_F = o eMA=L10)7'FdA, >0,

in Jp
The curves Iy are defined by

In=CyUCyULy,
I_=C_UC_UL._,

where C+ are curves in the complex plane defined by
= {A::tx—i—iy .y =ccosh(ax),a > 1,c > \/§,

Xz ¢ >0},

and

Ly ={A==4&+iy:|y| <ccosh(af)}. (B.3)

The curve I is oriented with increasing Im(A), while the
curve [y is oriented with decreasing Im(A). It is clear from the
proof of Lemma 2.1 that both curves Iy lie in the resolvent set
of £, and that on these curves we have (as on the imaginary
axis for A = ik, |k| large enough),

|Dy| = c1|A%, (B.9)

where Dj(A) = 2(cosh A — 1) — A%. We shall complete the
system (B.2) with an explicit formula for ¥3(¢, p). In order to
study integrals in the integral equation (B.7), we compute the
expression

R(A) = (4= L1,0)"'Fo(p). (B.10)

Using solutions of the resolvent Egs. (3.16) and (3.17) for
F = Fy(p), we obtain the following expressions:

~ 24
F(C,A)=—§ 5/12(14+cosh/1)+ 4(cosh/l—l),
(B.11)
and
) _ 2p(1 =5p%)  2(15p%—1)
Z6(1 — 552)eAP—=9qs — _
/0 5s( 55%)e s =1 + <

As a result, the first two components of R(A) satisfy the
following bounds for A € I'y:

3 Cq
Ri(d) — —| < —21
‘ 1A 5A2| = AP

3 Cy
‘RZ( - ‘ e

for some constants C12 > 0. Since the following integrals
cancel for t < 0 (below we consider integrals on I, analogous
results hold on I"_ for ¢ > 0),

eAt
—dA =0,
2171/ /1 ~ 2in r+ A2

we obtain forz < 0 (a > 1):

o e—5@—n)
— 'R;(A)dA| < C; . j=1,2 (B2
2iw Jr, o —t
and
d/ 1 _ e—E@—1-
£ —[ MR (Mda)| < 6
dt \2im Jr, Toa—1—t
=12 (B.13)

As a consequence for ¢ > 1, the two first components of
the integral 5— fF eA’R(/l)d/l and 2”1 Ir eMR(A)dA are
d1fferent1able real funct1ons respectively for + < 0 and for
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t > 0. We note that no similar estimates can be obtained for
the third component of R(A) for t < 0. Now using the identity
A= L10)'"F=(A—L10)7" L1 oF+F

one can show that a bounded solution (¥, ¥2) € Cp(R, R?)
of the two first components of the integral equation (B.7) is
completed by the following explicit formula for y3(¢, p)

(B.14)

\/E {+p
%(LP)Z%(C-FP)—I—O C+p—1)
{—p
5 2 {+p+rt
X (1—Z(C+P—T) )g(T)dT,

(B.15)

such that ¥r3(¢, 0) = ¥1(¢). Therefore, for bounded solutions
on ¢ € R, the system (B.2) with the relation (B.15) reduces to a
two-dimensional system. The argument of [27, p. 145] can then
be used.

Coming back to the system (B.1) and (B.2), the implicit
linear equation (B.3) for g can be solved for small enough ¢ and
the system (B.1) and (B.2) is hence equivalent to the coupled
system (3.27) and (3.28). From the above study, the two first
components of Eq. (B.7), completed by (B.15), have a meaning
for ¥ in Cg(]R, D), for any known function ¢ € Cg(]R, RY).
Moreover, for ¢ small enough, and thanks to (B.6), the implicit
function theorem applies, and one can find a unique solution of
the integral equation (B.7) for ¢ € Cg (R, D), which is bounded
by a constant of the order of O(4/¢) under the condition that

Ipllcom rey =M, (B.16)

where M is an arbitrarily fixed number. Moreover, because
of the reversibility of the system (B.1), (B.2) and oddness
property of the function Q(v, u, w), if ¢ (1) is anti-reversible
with respect to Sp, then the unique solution ¥ (¢) is also anti-
reversible with respect to S.

It remains to prove the last sentence of Theorem 1. When
@(&1) is a periodic function, there exists a unique periodic
solution ¥ (¢) of the system (B.2), since the system (B.1) and
(B.2) is invariant under a shift of ¢ by T/+/e. When ¢({1) is an
asymptotically periodic function at infinity, the solution ¥ (¢)
is then asymptotic to the corresponding periodic solution of
the system (B.2). This follows from the fact that the formula
(B.15) for the third component of ¥ (¢) can be considered in
the limit { — Zoo and from the two-dimensional Eq. (B.7)
for the two first components of ¥ (¢), for which the solution
depends continuously on ¢(¢1), as for an ordinary differential
equation.

Appendix C. Stokes constant for the fourth-order ODE
4.1

The Stokes constants are used in rigorous analysis of
the non-existence of homoclinic and heteroclinic orbits in
singularly perturbed systems of differential and difference
equations [25]. If the Stokes constant is non-zero, the
heteroclinic orbit of the unperturbed problem does not persist
beyond all orders of the perturbation series expansion. We will

develop here computations of the Stokes constant for the fourth-
order equation (4.1) in the limit 0 — o0, in the context of the
¢* model. We will show that the Stokes constant is non-zero,
which implies that the graph of K (o) on Fig. 3(left) remains
non-zero in the limit o — oo.

Let us introduce a small parameter €, such that € = o~ 1
and apply rescaling of # as x = /et. The fourth-order equation
(4.1) with F = ¢(1 — ¢?) takes the form of the singularly
perturbed ODE:

¢ +¢—¢ +ep™ =0.

At e = 0, the ODE (C.1) corresponds to the stationary problem
for the continuous ¢* model with the heteroclinic orbit in the
form ¢o(x) = tanh(x/ V/2). There exists a formal solution to
the perturbed ODE (C.1) in the form of the regular perturbation
series,

(C.1)

#(x) = tanh % + ;62k¢k(x),

where an odd function ¢(x) is uniquely defined from the
solution of the linear inhomogeneous problem:

(C.2)

(—33 +2- 3560112%) Ok = Hi(dk—1, k-2, - - -, ¢0),

k>1, (C.3)

where Hj are correction terms which are odd exponentially
decaying functions of x € R. Each term of ¢y (x) is a real
analytic function of x € R and is extended meromorphically
to the complex plane, with pole singularities at the points
X = M, n € Z. The Stokes constants are introduced after

the perturbed ODE (C.1) is rescaled near the pole singularities
and the formal solution (C.2) is replaced with the inverse power
series. Indeed, let us rescale variables of (C.1) by

W(z).

Pl ==
€

i
X =—+e€z,

V2
Then the function ¥ (z) satisfies the regularly perturbed ODE:
1//(IV) + 1p// _ 1//3 + 621// — 0

We are looking at the formal solution of the ODE (C.4) with the
perturbation series

V(@) = Y0 + ) (2,

k>1

(C.4)

(C.5)

where each term v (z) is the inverse power series of z, starting
with the zero-order solution:

~ am
Vo) =)  —-
Z

m
m>1

(C.6)

Matching conditions between (C.2), (C.5) and (C.6) imply that
ay = /2 and ay = 0. The main result of the beyond-all-order
perturbation theory is that the formal series (C.2) diverges if the
inverse power series (C.6) diverges. Divergence of the formal
series implies in its turn that the heteroclinic orbit ¢o(x) =
tanh(x/+/2) is destroyed by the singular perturbation of the



344 G. looss, D.E. Pelinovsky / Physica D 216 (2006) 327-345

ODE (C.1). Divergence of (C.6) is defined by the asymptotical
behavior of the coefficients a,, as m — oo (see [26] for details).

In order to show that the inverse power series (C.6) diverges,
we find the recurrence relation between coefficients in the set

{am}f;lo:l:
m@m + 1)(m + 2)(m + 3)ap + (m + 2)(m + 3)apn42

- Z aaramia—1—k =0,
I+k<m+3

(C.7)

where m > 1, ap = /2 and ap is arbitrary. Due to the
translational invariance, we can always fix ap = 0. Setting
am = (—1D)"2n)'b, form = 2n+1,n > 0and a,, = 0
form = 2n, n > 1, we reduce the recurrence equation (C.7) to
the diagonal form:

bn+1 = bn + Z

QD1(2K)2n + 2 — 21 — 2k)!

I+k<n+1 @n + !
X bibibpyi—i—k, n=>0, (C.8)
where by = V2. Since
6
0, n>0,

[
(2n +4)(2n + 3)

it follows from (C.8) that the sequence {b,};”, is increasing,
such that b,+1 > b, > by = V2. Therefore, the sequence

{bn};2 is bounded from below by a positive constant, so that
the Stokes constant in the beyond-all-order theory is strictly
positive.

Similar computations can be developed for the fourth-order
equation (4.1) with F = sin(¢). They are left for a reader’s

exercise.
Appendix D. The normal form for the inverse method of [8]

It was shown in [8] that the nonlinearity of the discrete
Klein—Gordon equation (1.1) can be chosen in such a way that it
yields an exact travelling kink solution u,,(t) = ¢(z),z = n—ct
for a particular value of velocity ¢ = s. In application to the
discrete ¢>4 lattice, one can look for the exact solution in the
form ¢ (z) = tanh(uz), where p is an arbitrary parameter, and
derive the explicit form of the nonlinearity function f = f(u,)
parameterized by s and w. (See Eq. (27) and Refs. [13,14]
in [8].) Since we are using a particular form of the nonlinearity
f(un—1, un, uy4+1) in the starting Eq. (1.1), we transform the
nonlinearity from [8] to the form:

1+ au?

fun) = up(l —ui)m, (D.1)

where

2,2 2
s tanh
a= #, B = tanh? y,
tanh® . — s2p?
and h? is related to the parameters 4 and s by means of the
relation:

B =2 (tanh2 - s2u2> . (D.2)

We note that the nonlinearity (D.1) violates the assumption
(1.6) of our paper, since it depends implicitly on the lattice
parameter /.

When s = 0 (¢ = 0, 8 = %hz), the nonlinearity
(D.1) represents one of the four exceptional nonlinearities with
translationally invariant stationary kinks (see [2]). We consider
here the limit s — 1 from the point of normal form analysis. We
will show that existence of the exact travelling kink solutions
¢(z) = tanh(uz) in the differential advance-delay equation
(1.10) is preserved within the reduction to the scalar fourth-
order equation (2.9). Let

s2:l+eys, c2:l+ey, h? =€t

The parameter p is defined from the transcendental equation
(D.2) in the form,

w = /eus + O(e),

where w; is a real positive root of the bi-quadratic equation:

oyl =0
FHs T 2rsps +T=0.

Two real positive roots g existin the domain 0 < 7 < %yf for

ys < 0 and no real positive roots exist in the domain 7 > %ysz
for y; < 0 and in the domain t > 0 for y; > 0. The nonlinearity
(D.1) is reduced in the limit of small € to the form,

2 2#? 2
Fu)=u(l—u)|1+ —u”)+ O(e),
T
such that the normal form (2.9) becomes now

1 .
Eqs(w) —yd" +1o(1 — 9P +2utp 1 —¢?) =0. (D.3)

It is easy to verify that the scalar fourth-order equation (D.3)
has the exact heteroclinic orbit ¢(z) = tanh(usz) for y = y;
and T > 0. Since there are two roots for ug, two heteroclinic
orbits ¢ (z) exist. These two orbits disappear at the saddle—node
bifurcation at T = %ysz. Within the numerical method of our
paper, the heteroclinic orbits can be detected as isolated zeros
of the split function K (o). We conclude that modifications of
assumptions on the nonlinearity of the discrete Klein—Gordon
equation (1.1) result in modifications of the scalar fourth-order
normal form (2.9), which may hence admit isolated heteroclinic
orbits.
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